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Clustering often suffers from stable and robust problems.

To tackle this problem, consensus clustering a.k.a. 

clustering ensemble is proposed.

Consensus clustering aims to learn a consensus 

clustering result from multiple base clustering results, 

e.g.

Conventional clustering ensemble methods use all

instances for learning, which may be inappropriate, 

because some instances are unreliable.

To address this issue, we integrate the consensus 

clustering into self-paced learning framework, which 

gradually involve instances from more reliable to less 

reliable ones into the ensemble learning.

Introduction Objective function:

Optimization:

Block coordinate descent algorithm: iteratively update W, S, Y, and F

Y: Initial bipartite graph
S: learned structured bipartite graph
W: reliability matrix of edges
C: similarity matrix of clusters
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